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Abstract

A data compression algorithm is a signal processing tgelrused to convert data from a lange
format to one optimized for compactness. Huge volumemgérprint images that need to be
transmitted over a network of biometric databases arexapllent example of why data
compression is important. The cardinal goal of image comjomess to obtain the best possible
image quality at a reduced storage and transmission bathdvasts. In this paper, a review [of
different methodological approaches to fingerprint image pression based on the wavelet
algorithm is conducted. From the survey of the existingelesbased image compressipn
methods, the problems that have been identified include: tligatiom of WSQ standard to
compression ratio of 15:1 which could be improved withdvetlgorithm. High complexity o
image encoding process of the existing techniques is afmoldem. Most of the existin
methods require the generation of codebooks or lookup tatiésh require addition
computational cost for implementation. Additionally, sfigraint degradation in the biometrjc
features of fingerprint at compression ratio higher than 15:lairsma major challeng
Therefore, the investigation of an efficient compressim@thod that can significantly reduce
fingerprint image size while preserving its biometric peies (the core, ridge endings and
bifurcations) is justified.
Keywords: Wavelet transform, image compression, quatiniz, entropy coding, fingerprint.

1 Introduction

Images contain large amount of information that requirege hatorage space and large
transmission bandwidth. Image data processing and storaget atbst and the cost is directly
proportional to the size of data. In spite of the advancemesd® in mass storage and processing
capacities, these have continued to fall below capacity esgaints of application systems [1].
Therefore, it is advantageous to compress an imagedmpngtonly the essential information
needed to reconstruct the image. An image can be thoughteofresrix of pixel (or intensity)
values and in order to compress it, redundancies must be tegplbhage compression is the
general term for the various algorithms that have been deweto@aldress these problems.
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A compression algorithm is used to convert data fromrgeldormat to one optimized for

compactness. Data compression algorithms are categonizednio, namely; lossless and lossy
compression techniques. A lossless technique guarantegheéhmompressed data is identical to
the original data whereas in lossy compression technigquesges are compressed with some
degree of data loss or degradation while still retainiagessential features. This distinction is
important because lossy techniques are much more eH#eativcompression than lossless
methods. Huge volumes of fingerprint images that need tstdred and transmitted over a
network of biometric databases are an excellent examphMhypfdata compression is important.
The cardinal goal of image compression is to obtain tisé fassible image quality at a reduced
storage, transmission and computation costs.

1.1 General Concept of Image Compression System

An image compression system involves three fundamentakioadjng stages, namely:

(i) Transformation;
(i) Quantization; and
(iii) Entropy Coding.

The transformation which is achieved through suitable matheashdtansformation technique
(such as Fourier and Wavelet transforms) is appliedegdnhage with the aim of converting it into
a different domain where the compression will be easiethe transform domain, correlation
level can be lowered, and the energy can be concahtirate small portion of the transformed
image. The quantization, which can either be vector alasguantization or their variations, is
the stage that is mostly responsible for the ‘lossy’ attaer of the system. It entails a reduction in
the number of bits used to represent the pixel values ofréimsformed image (also called
transform coefficients). Coefficients of low contribution the total energy or the visual
appearance of the image are coarsely quantized (represétiieal small number of bits) or even
discarded, whereas more significant coefficients areestdy to a finer quantization (represented
with more bits). At the entropy coding stage, further pmasion is achieved with the aid of some
entropy coding scheme such as Huffman, run-length, neeilc coding etc. where the non-
uniform distribution of the symbols in the quantization resuétxploited so as to assign fewer bits
to the most likely symbols and more bits to unlikely oness Tésults in a size reduction of the
resulting bit-stream on the average and the conversionakes fplace at this stage is lossless
[2-3].

In specific terms, fingerprint image compression algoritising wavelet transform method is
implemented in two parts, namely [3]:

() Image encoding for converting image to optimized bit streamd;
(i) Image decoding for reconstructing the image from optimiestream.

The implementation of each of the parts of the proposed tigoiis in three stages. They are

Discrete Wavelet Transform (DWT)/Inverse DWT, Scatprantizer/Scalar dequantizer and
Entropy encoder/decoder. This is depicted in Fig. 1.1.
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Fig. 1.1. Block diagram of a wavelet transform baskimage compression system
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1.2 Overview of Biometric Application System

Biometrics system is an emerging technology thaaldevith automatic identification of
individuals, based on their physiological and beétwa characteristics. The biometric traits must
satisfy universality, uniqgueness, permanence, adukty and collectivity [4]. The physiological
biometrics are fingerprint, hand scan, iris scagidl scan, retina scan, etc., and behavioral
biometrics are voice, signature etc. [5]. The nadaantage of biometric methods is the capability
for identity verification [6]. The methods for humadentity authentication based on biometrics
using the physiological and behavioural charadtesisof a person have been evolving
continuously and seen significant improvement ifggenance and robustness over the last few
years. However, most of the systems reported parfeell in controlled operating scenarios, and
their performance deteriorates significantly undeal world operating conditions, and far from
satisfactory in terms of robustness and accuralyT[® address these challenges, and satisfy the
requirements of new and emerging biometric apptoat there is a need for the development of
improved algorithms for efficient lossy fingerpriimage compression. This is because computer
systems have provided the capability for the adgois of massive volumes of biometric
fingerprint data, and it is reasonable to develomputational techniques to help extract, store in
compact form and derive meaningful patterns angcires from these data in order to address
the problem of data overload. Additionally, datanimg processes for law enforcement,
immigration services, and forensic applications dammensely benefit from the proposed
technique. This is the primary focus of this reshawork.

1.3 Characteristics of Fingerprint Image

Fingerprint is the biometric features of a fingéhe development of these features is congenital
and maintains uniqueness among the populationA4ingerprint usually appears as a series of
dark lines that represents the high peaking portibthe friction ridge skin, while the valleys
between these ridges appear as white space arbealew shallow portion of the friction ridge
skin. Minutia is the term used to describe the tiocaand direction of the ridge endings and
bifurcations along a ridge path. The upper moshtpon the inner most ridge of the fingerprint
image is known as core [5]. The fingerprint hasrbased for personal identity verification for
more than a century, and is the most widely usdaiametrics today [7]. Fingerprint images are
digitized at a resolution of 500 pixels per inclpijpvith 256 levels of gray-scale information per
pixel. A single fingerprint is about 700,000 pixelsd needs about 0.6 Mbytes for storage. A pair
of hands, then, requires about 6 Mbytes of sto@g®]. This huge storage requirement by
fingerprint images impacts adversely on the efficieof biometric application systems. The only
way to improve on these resource requirements égmapress these images, such that they can be
cost-effectively stored, transmitted and then retwicted without compromising the essential
biometric features such as the fingerprint's cddge endings and bifurcations. These features are
shown in Fig. 1.2.
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Fig. 1.2. Biometric features of a fingerprint image
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1.4 Overview of Fingerprint Image Compression Techigues and Standards

The efficiency of the application of wavelet transformimiage coding was significantly boosted
by the introduction of embedded zero-tree wavelet (EZW) alguorintroduced by Shapiro [10].
The algorithm has since undergone significant improvemerite set partitioning in hierarchical
trees (SPIHT) introduced by Said and Pearlman [1i¢ BEZW and SPIHT performed better than
JPEG with most images. However, they both produced blurrifegteon feature pattern of
fingerprint images which renders the data useless for bimmapplication. Wavelet Scalar
Quantization (WSQ) is a compression standard developetifisplty for the compression of
fingerprint images to improve the capability of preserving fihgerprint features for biometric
pattern recognition. A compression ratio limit of 154 $pecified for WSQ fingerprint
compression standard [12]. In other words, its performaneeorbes unsatisfactory at
compression ratio higher than 15:1 [13-14]. The embedded btockng with optimized
truncation of embedded bit-streams (EBCOT) by TaubmanHa®¢ resulted in modern wavelet
image compression and coding techniques. As a matter oftfec latest Joint Photographic
Expert Group (JPEG 2000) image coding standard was developed tathe EBCOT algorithm
[3,16]. The EBCOT-based JPEG2000 as a robust general-purposeessiop standard has the
limitation of not being able to adequately preserve ttueial biometric features of fingerprint
images at high compression ratio and it has the problecoraplex algorithm implementation.
The JPEG was the earlier version of JPEG2000 standatdt avas based on discrete cosine
transform technique while the JPEG 2000 was based on wéegisfiorm technique [2-3,16].
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The differences between JPEG2000 and WSQ standards are inwhedlet transform
decomposition structures and the scanning order of the igegdntoefficients in their entropy
coding stage. In wavelet decomposition, JPEG 2000 applidlatidalgorithm or the pyramidal
approach with Cohen Daubechies Feauveau (CDF), a variant Daebedwelet filters, while
WSQ uses a fixed wavelet packet basis with the same C®flet filter. WSQ uses raster
scanning order, while JPEG2000 uses vertical bitplane swaronder [2]. More significantly,
both standards are based on CDF wavelets and have been aaegtegerprint compression
standards. It is noteworthy that JPEG 2000 is designedeeral-purpose compression with
significant flexibility. It has the disadvantage of complagorithm implementation and high
computation cost [17]. The next sections describe the relahaotetical concepts of image
coding.

2 Review of Fundamental Concepts

This sections presents the review of the theoreticaleqiador wavelet based fingerprint image
analysis. There are different methods for the analgbkisnage signals. The most well-known
approach is the signal spectral analysis using Foligehniques and the most recent method is
wavelet multi-resolution analysis [16,18-19]. Fourier Sef#S3) is Joseph Fourier’s original work
which involved the representation of a periodic function asitefiweighted sum of sinusoids that
are integer multiples of the fundamental frequencyhefanalysis signal [20]. These frequencies
are said to be harmonically related or simply harmo@csitinuous Fourier Transform (FT) is an
extension of Fourier series to non-periodic functions. Aagtinuous aperiodic function can be
represented as an infinite sum (integral) of sinusoid<r@ts Time Fourier Transform (DTFT) is
an extension of FT to discrete sequences where the di$enetéon is also represented with an
infinite sum (integral) of sinusoids. The frequencpresentation of DTFT is not discrete but
continuous. Discrete Fourier Transform (DFT) is an extensif DTFT, where the frequency
variable is also discretized. Fast Fourier TransforfTjHs mathematically identical to DFT,
however, it has a more significantly efficient implenstin. Given an N-sampled signal
sequence, the number of computations for DFT GamNereas the number of computations for
FFT is N log N [16].

In Fourier analysis, any periodic signal x(t) whose fundaatgmriod isT,, can be represented as
a finite and discrete sum of complex exponentials (sinexasides) that are integer multiples of
wy, the fundamental frequency. This method is referred tBoasier Series and it is given by
[16,20]:

x(t) = Y, cxel okt @)
Cr = T_loft?”o x(t)e /@Kt dt (2
Where,

X(t) = Original signal

= Amplitudes of frequency components
w, = Fundamental frequency

T, = Fundamental period
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A non-periodic continuous time signal can also be repredeas an infinite and continuous (not
integer multiples ofv) sum of complex exponentials. This method is known as Folirggrsform
and it is given by [16,20]:

X(w) = F(x(®) = [~ x(t)e 7/ dt )
The Inverse Fourier Transform is given by:

x(®) =F1(X(w) = fi)X(w)ej“”dw 4)
Furthermore, the DFT applies to discrete time signalsrevthe spectrum is also made discrete. It

should be noted that in DTFT, the spectrum is continudherefore, for an N-point signal x[n],
the Discrete Fourier Transform is mathematically gitsg [16,20]:

N-1 .21k
X[k]=z x[nle™~, 0<k<N-1 (5)
n=0
1 N-1 2T
Xl =% X[kle/¥™, 0<n<N-1 ©
k=0
Where,

X[k] = Discrete Fourier Transform afn]
x[n] = Inverse DFT

k = Frequency index

n = index of signal array

X[K] represents how much of the sinusoid at frequency/l{Rexists in the original signal x[n],
or in other words, how much of this frequency shall be useddonstructing the original signal.

For image analysis and synthesis, Discrete Fourier TransforTwo Dimensions (2-D) and its

inverse can be easily extended from One Dimensional (1-D) D DFT of an image function
f(x, y) of size MxN is given by [21]:

o (XY
flu,v) = ﬁzyz—(} N F(x,y)e j2rCr+T @
f(x, y) can be obtained from 2-D Inverse DFT
1 - _ o (E LY
f(x, Y) = ng:()1 Zg:&f(u, v)ejzn(M+N) (8)
Where,

v = Column index of the transformed array
u = Row index of the transformed array

x = Column index of the image array

y = Column index of the image array
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A different way to understand the Fourier technique ia a®ethod for transforming our view of a
signal from a time-based representation to a frequencytbaise. For many signals, Fourier
analysis is extremely useful because the signal's frequenojent is of great importance.
However, Fourier method has a serious drawback espeamathe analysis of non-stationary
signal. In transforming to the frequency domain, time atiapinformation is lost [2,19].

In an effort to correct the deficiency of Fourier Transfoibennis Gabor adapted the Fourier
transform to analyse only a small section of the sighaltime, a technique called windowing the
signal [22]. Gabor's adaptation, called the Short-Timerigodransform (STFT), maps a signal
into a two-dimensional function of time and frequency.

The STFT method can analyze a non-stationary signal itintfeedomain through a segmented
algorithm. STFT processes the signal with a slidingdaw having constant length in time or
space. Through a moving window process, the original sigrialoken up into a set of segments,
and each segment is processed by the conventional FastrR@amgtorm (FFT) algorithm. In the
end, all the results in frequency domain are summed up T2@&] problem with the STFT has to
do with the width of the window function that is used. Tadshnically correct, this width of the
window function is known as the support of the window. If thedeiv function is narrow, it is
said to be compactly supported [16,19].

In the STFT analysis, the signal to be transformed is decsed in segments which usually
overlap each other, to reduce artifacts at the boundary. iS#En applied to each segment and
the results are summed. STFT can be expressed as [24]

STFT{x[n]}(m, @) = X(m,w) = Y. x[n]w[n —m]e~/*" ©)
Where,
X(m, w) =STFT of signak[n]
w[n] = Window function

However, the accuracy of this method is limited byfiked analysis window size. The drawback
is that sudden breaks appear between windowed segmenti fituise obvious in a visual image.
It is known as blocking effect [22]. Windowing of signal becaanémportant concept because of
the limitation, Heisenberg’'s uncertainty principle impdson data analysis. The uncertainty
principle deals with the concept of time-frequency resmtutThe principle states that with high
time resolution, a poor frequency resolution is achieved atidhigh frequency resolution, a low
time resolution is realized [19]. So when using STFT, dheavindow size has been chosen, the
time frequency resolution is fixed. Thus a window could beyaed! with good time resolution or
frequency resolution but not with both [19].

In order to overcome the limitation of STFT, one must chahgevindow size at several different
values, thus, achieving a multi-resolution analysis. Thséhberg's principle is still satisfied but
the time or spatial resolution enhances at high frequenstéle the frequency resolution
enhances at low spatial or time resolution. Waveletyaigatepresents such method. It is a signal
windowing technique with variable-sized regions. It iseav idea in signal processing. Instead of
analysing cosine waves that go on forever or get chopfiedhe new building blocks are
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wavelets. These are little waves that start and #tdpng signal is broken into a basis of possible
signals, called wavelets. The wavelets come from glesifunction w(x) by shifting and scaling
[16,18]. Amplitudes or coefficients of transformation are preedsind reconstructed to recover a
synthesis signal. Redundant coefficients are discarded h@vac compression. One major
advantage afforded by wavelets is the ability to perfétooal analysis, that is, to analyse a
localized area of a large signal. Wavelet analystsgmble of revealing aspects of data that other
signal analysis techniques miss, aspects like trends, breakgowts, discontinuities in higher
derivatives, and self-similarity. This is because iiteg a different view of data than those
presented by traditional techniques. Wavelet analysis afsen compress a signal without
appreciable degradation. The summary of the advantagesvelet analysis and Fourier analysis,
as well as, its variants is shown in Table 1.0.

Table 1.0. Comparison between the properties of Fourieand wavelet analyses

Criteria DFT/FFT STFT DWT
1. Applications Periodic and aperiodi  Pattern recognitior  Localization
signal pattern trends and characterization,
recognition and trends compression for pattern recognition,
non-stationary signal trends and
with mild compression for non-
discontinuities stationary signal with
sharp discontinuities
2. Sliding No windowing Fixed-size Variable-size
Window windowing windowing
3. Analysis Frequency Time-Frequency Multi-resolution
representation/Spectra representation analysis
analysis
4. Uncertainty Do not satisfy Do not satisfy Satisfy
Principle
5. Input signa Best suited fo Best suited for nc-  Best suited for nc-
stationary signals stationary signals stationary signals
with mild with sharp
discontinuities discontinuities
6. Number of DFT = N Computations STFT =N log N DWT =N
Computation FFT=Nlog N Computations Computations

(N samples) Computations

It is for these obvious reasons that wavelet technigeebban adopted as the preferred tool for
fingerprint image compression in this research work. Wheelet transform provides for space-
frequency multi-resolution analysis. The first stephie protocol for a wavelet transform is to
determine a mother wavelet. The mother wavelet is alssvkras wavelet prototype or basis.
There are many types of mother wavelets and each onéshawri application. Once a mother
wavelet is decided, it is translated through the signal uiagmathematical technique, called
convolution. The windowing technique is used by changing tiade sof the wavelet. This is
basically, the dilation and compression of the wavelet wteerslated. The idea behind dilation
and compression is that if the wavelet is compressedpresents high frequency and if it is
dilated, it has a slow rate of change, that is, low frequeAs wavelet is translated and dilated
multiple times through the signal, the wavelet quantifies well it correlates to the topology of

2789



British Journal of Mathematics & Computer Scien€&%}, 2781-2798, 2014

the signal. The correlation of the signal receivealae of how well it matches the signal. If there
is a high correlation, the transform reports high value érticular scale and position in time. If
there is no correlation, the transform reports low indakie of correlation. The term mother
wavelet gets its name due to two important properties efwtavelet analysis. First, the term
wavelet means a small wave and smallness refers toifition that this window function is of
finite length (compactly supported). The wave refers to thediion that this function is
oscillatory. Secondly, the term mother implies thatftlections with different region of support
that are used in the transformation process are defieed one main function, or the mother
wavelet. In other words, the mother wavelet is a prototypegénerating the other window
functions. In the next section, the various types ofhmwotvavelets or wavelet prototypes are
presented.

2.1 Wavelet Bases or Prototypes

Even though, wavelet analysis is the preferred technifipueésmage signal compression, there are
different types of wavelets and their qualities varyoading to several criteria. The main criteria
include: support of wavelet and scaling functions; the sgtryn the number of vanishing
moments; the regularity, the orthogonality or biorthogopalBome of the wavelet prototypes
include: Haar, Daubechies; Coiflet, Symlet, Mexican;Héirlet, Biorthogonal wavelets etc [22].

Haar wavelets are the simplest and first to be inventétkinvavelets family. Although, wavelets
are advanced topic but the Haar wavelets are elemdd@iryTherefore, there is the need to turn
to better wavelet bases or prototypes or functions. The wavelets are more sophisticated.
Popular among them are the Daubechies and Coiflet waveletidns. Most Daubechies wavelets
are not symmetrical. For some, the asymmetry is ygonounced. The regularity property
increases with the order of wavelet function. RegulariBans that the iterated wavelet filter
converges to a continuous function. The Daubechies wavelet snaysrthogonal. Coiflet
wavelet function, on the other hand, was developed to fix tmengyry limitation of Daubechies
wavelet. The coiflet wavelet and scaling functions are muche nsgmmetrical than that of
Daubechies [9,22]. The symmetry property of a waveletimi given by its product with its
transpose to obtain an identity matrix. This property guagaraeperfect reconstruction of signal
in the transformation domain.

2.2 Discrete Wavelet Transform (DWT)

Discrete wavelet transform (DWT) filter is used foriable fingerprint image transformation.
The DWT is recognised for its capability of space-frequetegomposition of images, energy
compaction of low frequency subbands, and space localizaitioigh frequency subbands [1,16].
DWT decomposes a discrete image signal into bands that imasgpatial frequency and
orientation.

In DWT, a space-frequency representation of the digitalge signal is obtained using digital
filtering techniques. The signal to be analyzed isspdsthrough filters with different cutoff
frequencies at different scales. For a discrete ssirggnal sequence f(x), where integer x = 0, 1,
2 ... m-1. There is m number of samples in the sequence.

The scaling functiom, (j,, k) and wavelet functiowy (j, k) are given by [16]:
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Wq)(ig: k) = \/%fo(x)q)jo,k(x) (10)
Wy (J, k) = =5 f 0¥ 500 (11)

Note that‘/% is a normalizing term. This is to ensure that thergy of the signal in the two

transformation domain remains the same.

The inverse discrete wavelet transform (IDWT) is giveril®):
F100) = =T wolio K 0, () + Tz, T war (i, k)W) (x) (12)
Where:

f(x)= Original signal sequence
f'(x)= Reconstructed signal sequence
o) jmk(x): Scaling parameter

¥;  (x)= wavelet parameter

Equations (10) and (11) can be called forward discrete wavaletform while equation (12) is
the inverse discrete wavelet transform. Every matheaiaransformation involves the original
signal, the transformed signal and the transformation kemelhis case, the transformation
kernels arewy(j,, k) andwy (j, k). Note that for a more efficient computational implera¢éioh of
DWT, fast wavelet transform (FWT) algorithm is used. Tinenber of FWT computations for N-
sampled sequence is equal to N [16,19].

2.3 Wavelet Transform in Two Dimensions

For analytic transformation of image signal, a two-dimemsi¢2-D) discrete wavelet transform is
used which can easily be extended from a one-dimensional aglet transform. To achieve
this, one 2-D scaling functiom(x, y), and three 2-D wavelet®#(x, y), ¥V(x, y), and@?(x, y)
are required. Each is the product of 1-D scaling funcfi@nd corresponding 1-D waveléisas
shown [21]:

oxy) = e(X)o(y) (13)
Pixy) = Y(®o) (14)
PV(xy) = ¢(x0)¥(¥) (15)
PP(x,y) = Y(O¥ () (16)

Equation (13) defines the separable scaling functidr,y). Equations (14) to (16) define the
wavelet functions that measure the functional variationstehsity or grayscale for images along
different directions¥? defines variation along columns (horizontal edgés);defines variation
along rows (vertical edgesy defines variation along diagonals.
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Given separable 2-D scaling and wavelet functions, 2-D [@&fTbe defined. First, we define the
scaled and translated or shifted basis functions areediéis follows [21]:

i .
O mn (0 Y) = 220(2/x —m, 27y —n) a7

wi o (oy) = 2291 (2Ix —m, 20y —n), i ={H,V,D} (18)
Where, i = directional wavelet index

Therefore, 2-D DWT of function f(x, y) of size MxN is giveg [21]:

Wy Gy M, 1) = = M TN (%, ) 0 (03) (19)
wiy(ym,n) = 2= S N3 £ (6 Y) Wima(x,y), @ = {H,V,D} (20)
Where,

jo = Arbitrary starting scalgj{ = 0)
Ww(jo'm' n) = Approximation coefficients for f(x, y) at scglg
w'y(j, m,n) = Horizontal, vertical and diagonal details coefficiertsaleg > j,

M=N=2,forj=012,..,j—1
mn=0,12,..2/ -1

Givenw, andw'y, f(x, y) can be obtained from 2-D Inverse DWT as follo@&]{

fG0Y) = =T T Wolomm) 0 1y (6) + o T o Zijy I T Who (o mm) ¥ mn(x,3) - (21)

It should be noted that since image signal has two dimensdatal structure, 2-D DWT s
implemented for fingerprint image transformation.

2.4 Review of Similar Works

The following show a critical review of some similar gasch works undertaken by some
researchers.

Khalifa [25] presented an image compression model using letaslecomposition with multi-

resolution codebook encoder. The algorithm decomposed an imagaesited resolution level

using Daubechies wavelet. The resulting low frequencyirsalges are quantized using Dual
Pulse Code Modulation (DPCM). While the high frequency sub-@®age quantized by vector
guantization using a multi-resolution codebook. Huffman coding used as entropy coding
scheme. Due to the codebook generation, the computation cotte ollgorithm is high.

Additionally, Huffman coding is a less optimal image coder garad to arithmetic coder.
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Li and Bayoumi [26] proposed multi-level parallel high speeghitecture for Embedded Block

Coding with Optimized Truncation (EBCOT) tier-1 in JPEG20D@screte wavelet transform

(DWT) filters were used to decompose the image tiles tarresponding coefficients. The
transform coefficients were quantized using scalar quaiaizéo form code blocks which were

entropy coded by EBCOT algorithm. The architecture amtbghree levels of parallelism to

increase throughput at the level of bit-planes, scannirsgegaand coding bits. The method
achieved faster throughput than the existing EBCOT architext However, the complexity of

the algorithm implementation also increased as a resulteoEBCOT architecture implemented
in a three-level parallelism.

Sudhakar and Jayaraman [27] proposed a fingerprint compressieme to obtain improved
quality and higher compression ratio through multiwavetehsform. Embedded coding of
multiwavelet coefficients was achieved through Set Parititgpin Hierarchical Trees Algorithm
(SPIHT). According to Sudhakar et al (2006), for beperformance in compression, filters used
in wavelet transform have the property of orthogonality, sgtmyn short support and higher
approximation order which scalar wavelets do not sas#ihultaneously. Hence, the need for
multiwavelets, which possess more than one scalirgggilOrthogonal wavelet filters used are not
as efficient as biorthogonal wavelet because of the regaivefor perfect image reconstruction.

Hsin et al. [28] proposed a hybrid algorithm using SPIHT BB& (embedded block coding) to
encode low frequency and high frequency wavelet coeftiemspectively; the intermediate
coding results of low frequency coefficients are usedatilifate the coding operation of high
frequency coefficients. Experimental results showed that ¢bding performance can be
significantly improved by the hybrid SPIHT-EBC algorithAtcording to Hsin et al. [28], one of
the advantages of hybrid SPIHT-EBC coding is that thé-defined hierarchical structure across
wavelet subbands and energy clustering within eackeMagubband can be taken into account to
facilitate the image compression task. The SPIHT codiethad does not perform well in the
preservation of an acceptable quality of biometric fingetgratterns.

Chang et al [29] proposed two methods to improve computatéffieiency of parallel context
formation of EBCOT, that is, sample-parallel pass-typetext formations (SPPD) and column-
based pass-parallel coding (CBPC) methods. In this techriiyf@ was used to decompose the
image and then scalar quantized. The resulting code blocles everoded with the proposed
EBCOT methods. According to Chang et al (2007) EBCOTtvgoatiered architecture. Tier-1 is
a context-based adaptive arithmetic coder, which is composedaitext formation (CF) engine
and a binary arithmetic coder (BAC). Tier-2 is responditnieate-distortion optimization and bit
stream formation. The proposed methods achieved greateputation efficiency. However,
EBCOT algorithm is not amenable to simple implementation.

Rawat and Meher [30] proposed a hybrid scheme combining Kotso8et Organizing Feature
Map (SOFM) based Vector Quantization (VQ) coding andP&etitioning in Hierarchical Trees
(SPIHT) coding for effective compression of images. Fite input image is decomposed using
biorthogonal wavelet transform. Subsequently, the decompsag is compressed using SPIHT
encoding, which results in bit stream. The resultedtteas is then fed to the SOFM based VQ
coding for further compression. The SOFM algorithm generatesl@book corresponding to the
input bit stream and based on the generated codebook coroprissachieved. The reconstructed
image quality achieved after decoding is of desirabl#ityu However, the vector quantization
method used in this algorithm is very complex and requirgé¢neration of codebook which can
increase computational cost.
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Ashok et al. [1] proposed an algorithm for fingerprimage compression based on wave atoms
decomposition. This method was used for sparse represemnétimgerprint images since they
belong to a category of images that oscillate smoothly iging directions. In the proposed
method, 2-dimentional wave atoms decomposition was applied awitgieal image in order to
efficiently capture coherence of the fingerprint imagkesmg and across the oscillations (Ashok et
al. [1]). Wave atoms decomposed coefficients with vaklese to zero are discarded without
significant degradation in image quality. An appropriate gldbagéshold is used to achieve
desired transmission rate after which significance magrixnand significant coefficients are
generated. Significance map is a matrix of binary valuesrtatates the presence or absence of
significant coefficient at specific location. Accorditmy Ashok et al. [1] the significance map is
divided into non-overlapping blocks of 4x4 and they are quantizedy usimeans vector
guantization scheme. The significant coefficients are quechtising a uniform scalar quantizer.
Quantized significance map and significant coefficienesearcoded using an arithmetic entropy
scheme. The model was reported to achieve better peak signaise ratio (PSNR) than the
wavelet scalar quantization (WSQ) standard. Howeverglbieal thresholding strategy used for
image de-correlation is not optimal. Level-dependenstiokling is more robust and efficient.

Kumar et al. [31] proposed a SPIHT based fingerprint corsmeslgorithm. The set partitioning
in hierarchical trees (SPIHT) is a modified version of ¢hebedded zerotree wavelet method. It
used DWT decomposition of image signal using biorthogonal andgwital properties of
wavelets. The method achieved a compression ratio of 20elSIPIHT problem is the inability to
preserve featured pattern of fingerprint images.

Krishnaiah et al. [32] proposed 5/3 discrete waveletsfam (DWT) for fingerprint image
compression and reconstruction with the SPIHT algoritBsperimental results were obtained
using 9/7 and 5/3 wavelet transforms for different typfeingerprint images. The experimental
results showed that the proposed method, that is, 5/3 warahsforms approach consistently
outperforms 9/7 wavelet transforms approach on fingarpimages for lossless image
compression, in terms of compression ratio (CR), Mean scgraor (MSE), Peak Signal to noise
ratio (PSNR), Encoding time, decoding time and transfogrtime or decomposition time. This is
a lossless compression algorithm and the compression tfzt can be achieved lossless
technique is less than 5:1.

Muhsen et al. [33] proposed a methodology for lossgefiprint compression using wavelet and
optimal re-quantization approach. 9/7 wavelet transforas wsed to decompose the image to
form coefficients which were optimally re-quantized usinghegated codebook. The output
stream of coding symbols were entropy coded using run-lengiideng scheme. However, in
this scheme the generation of codebook required additionaiputational resources for
implementation.

Gangwar [34] presented a fingerprint image compression tpohnusing the Haar wavelet
transform for image decomposition. Elimination of redundanci&s presented to achieve
reduced computation and storage costs. However, thigitgehfell below international image
compression standard as it excluded vital stages of quantizattbentropy coding of a typical
image encoder.

Shakhakarmi [35] performed an experiment that employed diffexavelets to deploy cascaded

filter banks to achieve fingerprint image decomposition amsrgtruction. Significantly, the
multiscale analysis of 2D fingerprint image at stagpréduced a better result for wavelet filters
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in comparison to the result obtained with Fast Fouriem3form (FFT) and Discrete Cosine

Transform (DCT) based filters. The inefficiency of F&Td DCT for image compression has been
established as they produced blocking artifacts. A conmiparstudy with these techniques is not

rigorous enough for accurate judgement.

Libert et al. [17] conducted a study to compare the effeicWSQ and JPEG 2000 compression
on 500 pixel per inch (ppi) fingerprint imagery at a typigperational compression rate of 0.55
bpp (bits per pixel), corresponding to an effective compregsitm of approximately 15:1. More
significantly, the study revealed that while JPEG 2000k8tdd a small advantage over WSQ
with respect to PSNR comparison, frequency spectrum cosopashows that WSQ is better
tuned to the preservation of fingerprint features thaBGIR2000. However, JPEG 2000 is
considerably more stable over multiple compression cy#&3Q compression ratio is limited to
15:1 while JPEG2000 does not adequately preserve the miregtards of fingerprint at
compression ratio higher than 20:1.

Shanavaz and Mythili [36] presented a technique for evolutionaeklet lifting coefficients for
fingerprint image compression to enhance computation efficieimcyhis work wavelets were
evolved with resized and cropped images. Cropped imagésrmed better in wavelet lifting
coefficients. It adopted the SPIHT coder which requitkeel use of codebooks and produced
blurring effect in fingerprint images at higher compressaiio.

Islam et al. [9] investigated Coiflet-type wavelet-badederprint image decomposition using

wavelet packets. For all Coiflet-type wavelets, différglobal thresholding values were used at
constant decomposition level 3. It was found out thafl€biachieved better compression for the
same image using wavelet packets than wavelets. In timy, sglobal threshold strategy was

adopted and it is less robust compared to level dependeshtid strategy.

Singla et al. [37] conducted a comparative study of veaMssed compression on medical
images. The performances of Haar, Daubechies, Coiftet Biorthogonal wavelets were
compared. The comparison was based on different parameteesasure the image quality and
the methods’ compression ratio. The study showed that Goiffansform produced higher
compression rate for ultrasound and mammography images canpmarother wavelets using
PSNR quality measure. However, the mean squared error otadetermined to evaluate the
extent of degradation or distortion in the images.

3 Conclusion

In this paper, a review of different methodological rghes to fingerprint image compression
based on the wavelet algorithm is conducted. From the sofithg existing wavelet-based image
compression methods, the problems that have been identifiedle: the limitation of WSQ

standard to a compression ratio of 15:1 which could be improvéd heiter algorithm. High

complexity of image encoding process of the existing teclesidgs also a problem. Most of the
existing methods require the generation of codebooks oupotdbles which require additional
computational cost for implementation. Additionally, sigrafit degradation in the biometric
features of fingerprint at compression ratio higher than IBrbains a major challenge.
Therefore, the signal processing capability to efficieptiocess fingerprint images in transform
domain, quantize and encode them for optimized compresdsiachieve cost-effective data
storage and transmission in biometric systems has becopmnierdy. The use of biorthogonal
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coiflet wavelets to achieve superior performance irmserof better rate-distortion, better
perceptual quality and lower computational complexity over thadstrd CDF 9/7 wavelet is
therefore recommended.
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